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Abstract
Nowadays, violence has a major impact in society. Vio-
lence metrics increasing very rapidly reveal a very alarm-
ing situation. Many violent events go unnoticed. Over the 
last few years, autonomous vehicles have been used to 
observe and recognize abnormalities in human behavior 
and to classify them as crimes or not. Detecting crime on 
live streams requires classifying an event as a crime or not 
a crime and generating alerts to designated authorities, 
who can in turn take the required actions and assess the 
security of the city. There is currently a need for this kind 
of effective techniques for live video stream processing 
in computer vision. There are many techniques that can 
be used, but Long Short-Term Memory (LSTM) networks 
and OpenCV provide the most accurate prediction for this 
task. OpenCV is used for the task of object detection in 
computer vision, which will take the input from either a 
drone or any autonomous vehicle. LSTM is used to classify 
any event or behavior as a crime or not. This live stream is 
also encrypted using the Elliptic curve algorithm for more 
security of data against any manipulation. Through its 
ability to sense its surroundings, an autonomous vehicle 
is able to operate itself and execute critical activities with-
out the need for human interaction. Much crowd-based 
crimes like mob lynching and individual crimes like mur-
der, burglary, and terrorism can be protected against with 
advanced deep learning-based Anamoly detection tech-
niques. With this proposed system, object detection is pos-
sible with approximately 90% accuracy. After analyzing all 
the data, it is sent to the nearest concern department to 
provide the remedial approach or protect from any crime. 
This system helps to enhance surveillance and decrease 
the crime rate in society.

Key words: Autonomous vehicle, LSTM, Open CV, ECC, 
Crime and Streaming 

1. Introduction
1.1 Motivations
The advancement of technology is a boon to society, 
but a growing population equipped with the state-
of-the-art technology at hand has led to an unprec-
edented rise of criminality. In the past, hotspots of 

crime had cameras installed, and manual monitoring 
of those locations was completed by observing multi-
ple screens. These types of systems work well for less 
crowded areas. With the introduction of data mining 
and deep learning techniques, autonomous violence 
detection techniques are widely used for video sur-
veillance [1]. A lot of work has been carried out in 
recent years on recognition of human actions using 
vision and acoustic technologies. These technologies 
are used to monitor human behavior. 

Violence in society is the biggest issue and the 
most important goal is to detect it. The rapid growth 
of violence in society is crucial for everyone. As per the 
above-mentioned report, many cases are not noticed, 
and the accused are not identified by the authorities.  
Society needs more digitization of the system wherein 
video surveillance will be required to detect violence. 
This system is easy to deploy and not very cost-effec-
tive to install. Currently available surveillance systems 
are sometimes ineffective and insufficient to predict 
the accurate result. For optimal understanding, a huge 
amount of video needs to be captured for surveillance. 
For the correct and accurate measurements, we need a 
system-trained system [3]. The automation process is a 
large application to understand when it comes to defi-
ning the meaning of crime with different weapons. The 
proposed kind of system requires the machine-leering 
method to train the data and predict accurate results. 
The system works on real-time incidents of violence in 
any place. Autonomous vehicles are the intelligent key 
for monitoring and detecting crime.  

1.2 Contributions
This system’s goal is to identify anomalies, which are 
noticed by a well autonomous vehicle attached with 
a camera. The system anomaly detection is related to 
the behavior of the public, especially carriable objects 
identified in a public crowd. Anomaly detection refers 
to crime detection, including different kinds of vio-
lence or detection of weapons such as a gun, sword, 
or knife.  This type of detection is based on cameras 
which generate an alarm to the authorities. The entire 
system provides for a safe city and leads to a safer city 
over time [5]. Live surveillance with this automobile 
camera is also made secure using an ECC algorithm 
so that the live stream will not be able to be altered. 
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Fig. 1. Architecture of System

used video surveillance to test the data and provide 
the accuracy with effectiveness. This kind of model re-
quired a high level of motion and shape analysis of the 
dataset. Despite its limitations and privacy concerns, 
video surveillance plays an important role in society 
in instilling a sense of safety, trust, and security. In a 
paper by Ding et al., violence detection used the 3D Co-
nvNets without previous information, which is used for 
supervised learning for model training, and used the 
backpropagation approach for computing gradients 
[4]. There are several flaws in this system that need 
to be addressed in order to increase accuracy. On the 
other hand, it can learn video features automatically. 
In uncrowded circumstances, this method employs a 
CNN-based algorithm to recognize categories if a video 
contains aberrant human behaviors like falling, loite-
ring, or aggression. It is efficient and precise since it 
operates directly on the picture pixel. It has the ability 
to learn video features on its own. On a hockey dataset, 
the system achieved a 91.00% accuracy rate. 

G. Mu et al. presented two techniques for using 
CNNs for classification: one used them end-to-end, 
taking raw data as input and producing classification 
results at the last layer; the other used them in a lay-
er-by-layer fashion [5]. For feature representations, 
CNNs were effective. Video clips with shots, screams, 
and heavy metal music received high ratings because 
of their explicit violent relevance, which is an advanta-
ge of adopting this model. This model has an Average 
Precision (AP) of 0.485 and 0.291 on the MediaEval 
2015 dataset on the validation and testing sets for 
Visual- only + End-to-end CNN based on Audio-only. 
On numerous visual recognition tasks, such as object 
recognition, the usefulness of CNN models has been 
demonstrated by Q. Dai et al [13]. Many applications 
can benefit from these techniques for detecting violent 
scenes and predicting emotional effects in videos. Lon-
ger-term temporal dynamics are incorporated in this 
model by layering LSTM on top of the two stream CNN 
features. This approach is quite successful at detecting 
violence, but it requires more computing complexity. 
E. Ditsanthia et al analyzed the behavior of crowds, 
one of the most active study areas in computer vision 
[25]. The gathering of people in groups at one place 
is defined as a crowd. The crowd may be different at 
different locations. The identification of violence is 
one of the most difficult challenges in crowd behavior 
analysis. This algorithm was quite successful at detec-

2. Literature Review
Bruno M. Peixoto et al. present a system where violence 
detection is based on different mechanics based on ma-
chine learning [1]. This proposed system breaks into 
different understood levels of violence (i.e., fights, explo-
sions, blood, and gunshots) and combines all of them for 
a more detailed understanding of particular scene detec-
tion. Systems that explore the depth of different kinds of 
violence, e.g., gunshots, have more weight than audio fea-
tures alone, implying the need for a multimodal approach 
trained on visual and audio features.  The machine learn-
ing here was based on different DCNNs for detecting vio-
lence, focusing on the medieval 2013 VSD dataset. The 
system deliberated and trained different DCNNs (static 
and motion-based), each of which was responsible for 
detecting an object based on a single aspect. 

OViF (Oriented Violent Flows) as a reliable feature 
for violence detection were investigated by Yuan Gao et 
al [2]. It is based on the concept of motion orientation 
for detecting changes in motion magnitude.  OViF is a 
better choice for violence detection in non-crowded sce-
narios. However, for crowded scenarios, this approach 
fails to generate acceptable results. As such, the paper 
used a combination of both OViF and ViF (Violent Flows) 
as feature extraction techniques to detect crowded and 
uncrowded scenes for better violence detection. The re-
sults were generated by using Ada boost and Linear SVM 
as a multi-classifier way for attaining better classifica-
tion performance. SVM was selected for its simplicity, ef-
fectiveness, and speed. AdaBoost was selected as it was 
the most efficient boosting algorithm. The two databa-
ses used for evaluating the effectiveness were the Hoc-
key Fight Database and the Violent-Flows Database. The 
performance of OViF was better than ViF on the Hockey 
Fight Database, but on the ViF database, OViF did not 
generate satisfying results. The final results on violence 
detection were generated using ViF+OViF with AdaBo-
ost and SVM. The most challenging task was monitoring 
crowded events, especially to detect the violence in real 
time in a timely manner. The proposed system of this 
model has provided a novel approach for detecting vio-
lence in real-time crowded scenes, which is based on 
flow vector magnitude. 

In a paper by Tal Hassner et al, the system collec-
ted shot frame sequences and used the violent flow 
descriptor [3]. After dataset collection, SVM support 
vector machines based on linear classification clas-
sified the out frame as violent or nonviolent. Systems 
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ting violence, but it requires a massive training dataset 
of violent films. To calculate accuracy, this model was 
applied to several datasets, with 75.73% accuracy on 
the Real-Violent Dataset, 88.74% accuracy on the Mo-
vie Dataset, and 83.19% accuracy on the Hockey Fight 
Dataset. F. U. M. Ullah et al. presents a system where 
the violence is detected automatically; this prompt re-
sponse is enormously useful, and it may greatly aid the 
relevant departments [26]. Violence is an aberrant be-
havior and activity that often involves the use of physi-
cal force to harm or kill, whether the victim be a human 
or an animal; these acts may be detected on a system 
baked on smart surveillance, which can be utilized to 
avoid more catastrophic occurrences. Pre-trained li-
ghtweights are used in this approach. Mobile Net CNN 
aids in the reduction of mass processing of ineffective 
frames. For feature extraction, this system employs 3D 
CNN. This device employs closed-circuit television, and 
if violence is detected, the nearest security agency or 
police station is notified. Unnecessary processing of 
worthless frames is eliminated by utilizing this me-
thod. It also performed better in terms of accuracy. 
This system necessitates good hardware, and devices 
with fewer resources may be unable to implement the 
suggested concept. This model was tested on a varie-
ty of datasets, including a violent crowd dataset with 
98% accuracy, a movie dataset with 99% accuracy, and 
a hockey battle dataset with 96% accuracy.

Table 1. Comparison of papers with key features 

Sr. No Papers Key Features 

1 Bruno M. Peixoto [1] – �Breaks�into�the�different�understood�levels�of�violence
– �DCNNs�for�detecting�violence�which�focuses�on�the�medieval�2013�VSD�dataset

2 Yuan Gao et al. [2] – �Used�a�combination�of�both�OViF�and�ViF�(Violent�Flows)�as�feature�extraction�techniques
– �Ada�boost�and�Linear�SVM�provided�a�multi-classifier�way�for�attaining�better�classification�

performance

3 Tal Hassner et al. [3] – �The�approach�is�based�on�flow�vector�magnitude�to�detect�the�real-time�detection�of�violence�in�
crowded scenes based on flow vector magnitude

– �SVMs�(support�vector�machines)�based�on�linear�classification�classify�the�out�frame�as�violent�or�
nonviolent

4 C. Ding et al. [4] – �Backpropagation�approach�for�computing�gradients
– �CNN-based�algorithm�to�recognize�and�categorize

5 G. Mu et al. [5] CNNs  classification used for 

3. An Implementation Map
A. Computational intelligence: Computational intel-
ligence is the ability to learn from previous examples 
and data. It performs in the same way that human 
beings’ intelligence does. Artificial intelligence (AI) 
is the overarching discipline that covers anything 
related to making machines intelligent. Whether the 
machine is in the field of autonomous vehicles, robot-
ics, home appliances, or daily-use system and soft-
ware applications, if we apply artificial intelligence 
on it, it will become smarter and provide results that 
are easier for users [12]. AI-based systems perform 
high-level, intelligent functions like communicating 
in languages, learning, reasoning in the same way the 
human brain does, and so on. Artificial intelligence 
learning can be completed through neural networks. 
A neural network is a net of interconnected comput-
ing elements known as neurons. Figure 2 represents a 
single layer feedforward neural net: here, X is a input 
layer neuron, Y is the output layer, Yin is the net input 
calculated at output layer neuron, and w is the weight 
between neurons and f(Yin) . 

Fig. 2. A Single Layer Neural Network Architecture
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B. Machine learning: Machine learning can be 
defined as machines learning by themselves and ada-
pting to changes in the environment in which they 
work. For example, we made our system learn by pro-
viding it with datasets for crime classification. Howe-
ver, if there are test data which are provided for valida-
tion, such as footage of a knife used to cut vegetables, 
and they are not labeled in the dataset, then our sys-
tem must learn to classify this new data as non-crime. 
As such, it needs to cover its knowledge of previous 
examples which were provided for study, hence upda-
ting its own intelligence. For machine learning, there 
are many techniques which work the same as animal 
or human learning. Machines can be made to learn in 
two ways: either structure-based or parameter-ba-
sed. Updating either structures or parameters in the 
desired way leads to the expected target output. But 
as updating structure for learning is not always po-
ssible, parameter learning is preferred. In our system, 
we have millions of parameters which get updated for 
expected performance [11]. One of the major flaws 
of machine learning is the quantity of data machines 
require. A small amount of data does not provide eno-
ugh learning, which leads to poor performance of the 
ML model. Major applications of machine learning are 
in recognition tasks such as handwriting recognition, 
face recognition, etc., or predictions of some event or 
label, forecasting, etc. All of systems require intelli-
gence. More epochs of learning with enough data con-
tinue to enhance the performance of ML models.

C. Deep learning: A major issue with machine le-
arning models is to select the appropriate set of fe-
atures which are relevant for the desired or expected 
output of the model. Selecting these features in the 
training dataset is up to the user. This requires exper-
tise in the domain of implementation; also, it requires 
a high processing time for the dataset which includes 
high dimensions, e.g., signals or videos. Here, we use 
deep learning architectures which extract features 
from data that are more likely relevant for decision-
-making. Here, we have one input layer, one output 
layer, and multiple intermediate or hidden layers of 
computational elements, i.e., neurons. In Figure 3, X is 
the input layer, Y is the output layer, and all others 
are hidden layers; weights between different sets 
of layers can be different as activation functions [6]. 
Here, the processing is nonlinear, because the data 
here requires nonlinear features like in images, video 
streams, or sounds. These kinds of data contain many 
parameters which can easily be handled with deep 
learning rather than easier machine learning models 
like a support vector machine, which is a popular 
net for nonlinear classification. The performance of 
such models is greatly affected by high numbers of 
dimensions in data. More features improve perfor-
mance until a limit, after which performance drops 
significantly. Deep learning architecture solves these 
issues better by taking each layer independently and 
training in a greedy way. First, one layer gets trained 
completely, and then the next layer starts training 
with input from the previous layer [16].

Fig. 3. Deep Learning Architecture

D. CNN: The concept of convolution networks is to 
combine local computations, i.e., on weight sharing 
units, where the convolution of the signal is perfor-
med and pooling is completed. The system is inva-
riant due to the convolutions, as parameters such as 
weights are dependent on spatial separation rather 
than spatial position [7]. The pooling creates a more 
suitable collection of features through a nonlinear 
combination of the preceding level features and consi-
deration of the input data’s local topology. By alterna-
tely employing convolution layers and pooling layers, 
the model collects and integrates local features and 
creates a better representation of the input vectors. 
The connectivity of the convolution networks, where 
each neuron of convolution or a pooling layer is fully 
connected to a small subset of the previous layer, tra-
ins the network with multiple layers. Through error 
gradient backpropagation, the supervised learning is 
easily accomplished. CNNs need relatively minimal 
preprocessing compared to other image classifica-
tion algorithms. The usage of a variant of multilayer 
perceptions by CNN is intended to need as little pre-
processing as possible. In comparison to other image 
classification algorithms, CNNs require very minimal 
pre-processing. This implies that the network learns 
the filters that were previously hand-engineered in 
traditional algorithms. Convolution layers apply the 
convolution operation to input before forwarding the 
output to the next layer. The convolution emulates the 
response of an individual neuron to visual stimuli [25]. 
This feature design independence from earlier know-
ledge and human effort is a significant advantage. The 
convolution operation solves this concern by limiting 
the number of free parameters in the network, per-
mitting it to be deeper with fewer parameters [20]. 
In this way, backpropagation eliminates the issue of 
diminishing or exploding gradients in training typical 
multi-layer neural networks with several layers.

E. RNN: Recurrent neural networks are neural ne-
tworks that take the output of previous iterations as 
input and learn it through all their hidden states. They 
use previous output as feedback, and also memorize 
the independent variables as input, thus providing ac-
curate predictions. RNN works by capturing the input 
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data’s sequential information. RNNs process the sequ-
ence of inputs by using their internal state, i.e., memo-
ry.  In Figure 4, X0 indicates the first input after apply-
ing activations at input, while the hidden and output 
layers provide output Y0. When we say that it takes the 
output of previous state as its input, that means that 
while taking input at state X1, it includes the output of 
the previous state Y0; similarly, the input for state X2 
will combine Y1. This way, it keeps training with out-
puts generated previously and takes them as learning 
signals [24]. RNN works with sequential data, so it 
works well with temporal data. That is why for our sys-
tem to classify input as crime or not crime, we used an 
LSTM, which is an RNN. It takes input video sequences 
and processes them frame by frame. RNNs follow gra-
dient descent for learning in a backpropagation-of-er-
ror fashion. When the gradient becomes small and an 
RNN does not learn well by updating its weights, then 
it suffers from vanishing gradients. 

F. LSTM: Long Short Term Memory is a kind of 
recurrent neural network (RNN). In RNN, it solves 
the problem of vanishing gradients. It solves this 
problem by removing the long-term irrelevant de-
pendencies of the current prediction. It finds out 
which recent or past input is useful for the accu-
rate decision and forgets all others. For this, LSTM 
architecture uses 3 gates at its hidden states, name-
ly the input, output, and forget gates. These gates 
keep track of information relevant for its prediction. 

The input gate checks which input should be used 
to change the memory of the cell. The forget gate (a 
neural network with sigmoid) finds details to be di-
scarded. For this, it uses the sigmoid function. The 
output gate takes the input and the memory of the 
block and decides the output.  If any detail needs to 
be kept, it outputs 1; otherwise, it outputs 0 [23].  In 
our application of generating sequences of events in 
video streams and making decisions, vanishing gra-
dients may lead to inaccurate predictions, but LSTM 
works in its desired form. For this, LSTM includes 
cells at each hidden layer neuron. Each cell takes the 
input of the current state and the output of the pre-
vious state and cell; e.g., in Figure 5, the input of cell 
ct will be input xt and output ht-1 and previous cell 
state ct-1. Three logistic sigmoid gates and one tanh 
layer make up an LSTM. These gated layers control 
the information which flows from the cells. 

G. ECC: Elliptic curve cryptography is a very impor-
tant and modern algorithm based on the asymmetric 
public key cryptography system. This is based on the 
finite field and difficulty of the elliptic curve discrete 
logarithm problem.  This algorithm uses the key as a 
small value and smaller signature for the security but 
is fast to generate the key and signature [9]. The ECC 
uses a curve that provides very strong security with 
speed for the whole process of cryptography. Then, 
mathematically, we can understand the curve and the 
point (p, q) and describe the equation:

Fig. 4. Recurrent Neural Network

Fig. 5. LSTM
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Ap3+Bp2q+C pq3+Dq3+Ep2+Fpq+Gq2+Hp+Iq+j = 0

The cryptography elliptic curve is defined as:

 q2=p3+_a_x+b 

This encryption algorithm is used in this proposed 
system to protect the data from unauthorized users. 
Sometimes, hackers intentionally create a problem by 
manipulating the data, so we are using a more secure 
concept.. 

4. Methodlogy
Autonomous Anomaly Detection System for Crime 
Monitoring and Alert Generation 

This is a system for identifying anomalies in any 
event which is seen by a camera equipped with an 
autonomous vehicle. Any anomaly related to the be-
havior of an individual in the public or in a crowd 
can be detected by this system. Crime which includes 
physical violence or use of weapons such as knives 
or guns can be monitored using this mobile camera, 
which can also generate an alarm to the relevant se-
curity system. This whole process can lead to a safer 
city. Live surveillance with this automobile camera is 
also made secure using the ECC algorithm, so this live 
stream will not be able to be altered.

To monitor any event as a crime or not a crime, we 
have tried multiple methods. We experimented with 
CONVO-3D, VGG16 + LSTM , VGG16 + CONVO-LSTM, 
VGG16 + ANN, InceptionV3 + ANN, and InceptionV3 + 

GRU, but the highest accuracy we got was from GG16 + 
CONVO-LSTM.

In the proposed method, first, the upload or live 
stream of an image or video goes through the ECC al-
gorithm for a security check [17]. After passing it, the 
input is then preprocessed using a video data gene-
rator, before presenting it prior to learning. Here, the 
video is converted to time series images. Then, these 
RGB images are processed to YUV representation.  The 
Y grayscale information is in the image or component 
of the luminance, while the U and V components con-
tain the chromatic or color data. With each step, ima-
ges are subsampled for lower resolutions. We have 
used the Keras Image Data Generator to convert raw 
videos into images divided in batch sizes . This Image 
Data Generator, instead of returning frames, provides 
a set of frames according to temporal length, temporal 
size, and batch size . Data augmentation is applied to 
enhance the size and quality of datasets used for tra-
ining, which leads to a better model. 

The architecture starts with feature extraction 
using VGG16. Then, there are 2 ConvoLSTM layers, 
with each one followed by Batch Normalization and a 
max pooling layer. Then, there is one LSTM layer, and 
at last, there are two dense layers for performing the 
task of prediction. This architecture includes the stack 
of many layers, which includes convolution with Rely 
activations that are nonlinear, spatial pooling carried 
out of max pooling layers, and the output layer is a 
softmax layer [10].

VGG16, a visual geometry group with 16 layers, is 
a vision architecture in the CNN model which is used 

 

Fig. 6. Basis Flow Diagram of Proposed System

Fig. 7. Flow of the Methodology
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for image classification. Its architecture includes a 224 
x 224 RGB image as input, followed by a stack of co-
nvolutional layers, where it filters with a very small re-
ceptive field: 3 × 3 are present. Further, there are max 
pooling layers and a fully connected stack of convolu-
tion layers. ConvLSTM is also an RNN for spatio-tem-
poral prediction that has convolutional structures in 
both the input-to-state and state-to-state transitions. 
ConvLSTM determines the future state of a certain 
cell in the grid by the inputs and past states of its local 
neighbors [24]. This is like LSTM, but internal matrix 
multiplications are exchanged with convolution ope-
rations. The model has a single input, and the trailer 
frames in sequence are generated by Custom Video 
Data Generator and 2 independent outputs, one for 
each category.   Then it gets chopped into branches 
where each category has one branch. Here, the pro-
cessing for each branch is the same. All the branches 
are the same, as they start with one ConvLSTM layer 
then a MaxPooling layer. Then, this is connected to a 
fully-connected Dense network. Finally, the last layer 
is a Dense with a single cell. The next image illustrates 
the simplified model with only two categories (crime 
or not). The model was trained in 10 epochs. 

Convonet configurations

Fig. 8. Convonet configurations

Here, we have used the OpenCV library that has 
a huge amount of content of computer vision and is 
helpful for real-time operations. Using this, we have 
converted the video streams into frames and also used 
them for detection of objects like guns and knives.  

Datasets taken for training include: Gun de-
tection dataset; hockey fight detection dataset; lar-
ge-scale anomaly detection which includes burglary, 

explosion, fighting, and shooting videos; a dataset for 
evaluating blood detection. For example, the below 
image includes physical violence so this is labeled as 
“crime” and an alert will be generated. The optimizer 
used here is ADAM. The loss function used here is Bi-
nary Cross entropy [19].

Fig. 9. Result: Label - Crime

Fig. 10. Result: Label - Not Crime

Fig. 11. Result: Label - Crime

5. Results
As stated above, we have tried multiple models to find 
the best performance out of them. Below is the com-
parison of different models’ performances over train-
ing and validation datasets. 
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Fig. 12. Performance comparison chart

The proposed model, VGG16 + ConvoLSTM + 
LSTM, provided a training accuracy of 99.4%  and va-
lidation accuracy of 95.9%. The prediction performed 
by this model is the most accurate. The model loss at 
the time of training is 0.017 and at validation it was 
0.143. 

 

Fig. 13. Graph for accuracy at training and validation 

Fig. 14. Graph for loss at training and validation 

6.  Findings and Discussion

6.1 How Will the Machine Learning Solution Be 
Used in States?

With the help of machine learning and stored data 
at different levels, systems can understand and detect 
different crimes. This detection of crime through the 
autonomous system process is crucial to maintaining 
the whole system with efficiency. This system, in par-
ticular, provides the accuracy to detect crime as well 
as associated objects. Our system may prove to create 
very useful devices for society. 

6.2 What Kind of Digital Infrastructure Should Be 
Used for The Individual System?

Drone types of autonomous systems of smart ca-
meras will help us to detect the crime. We use efficient 
algorithms to understand the learning of given data 
sets.  With this detection, we have also developed the 
system to send an alarm to the authorities for any gi-
ven location. 

6.3 How Can Autonomous Vehicles Be Used 
for Better Control of the System in 
Communication and Design?

For better control and more efficiency in commu-
nicating with good design, autonomous vehicles need 
a well-equipped drone system and a high camera qu-
ality. In addition, our system’s learning methodology 
will help give an accurate result. When the system 
gives us the proper result, our performance will in-
crease. 

6.4 How Are Indian Government Regulations 
Related to Detection of Crime Through 
Autonomous Vehicles?

The Indian government still does not make their 
thoughts regarding new technologies for the detec-
tion of crime and creation of reports clear. All the au-
thority related to crime is currently based on manual 
verification done by the police department.  The go-
vernment should accept, apply, and properly commu-
nicate with the citizens regarding this autonomous 
detection system and evidence collection.

7. Conclusion
Timely detection of crime can save lives. A still camera 
can work, but a camera with an autonomous device can 
enhance the security. There may be many anomalies in 
crowd behavior, but recognizing them and then clas-
sifying them as crime is a crucial task. While there are 
other systems designed to perform this task, we propose 
a novel model to detect criminal activities among peo-
ple. To check performance, we brought up challenging 
datasets of crime, violence, and objectionable carried 
objects. We have implemented 5 models which are com-



70

Journal of Automation, Mobile Robotics and Intelligent Systems VOLUME  16,      N°  1       2022

Articles70

binations of techniques and applied these models on a 
variety of datasets. We have concluded that the VGG16 
+ CONVOLSTM + LSTM Model built on a custom video 
data generator works well as per the Accuracy and Loss 
Comparison charts. To capture live streams, there are 
many challenges, including camera quality, background 
noise, lightning conditions, etc. Generating an alarm will 
help to keep the city safe against crime. This whole sys-
tem is also secured with the highly secure algorithm of 
cryptography, but also collectively increases the com-
plexity of the system which requires high end configura-
tion, which can be a limitation to process live streams. In 
the future, we will work on audio systems that give bet-
ter results to contribute to the surveillance of anomaly 
crime detection. 
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