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Abstract:
The rapid development of robotics involves human‐robot
interaction (HRI). It is a necessary to assess user satis‐
faction to develop HRI effectively. Thus, HRI calls for in‐
terdisciplinary research, including psychological instru‐
ments such as survey questionnaire design. Here, we pre‐
sent a factor analysis of a Polish version of the Godspeed
Questionnaire (GSQ) used to measure user satisfaction.
The questionnaire was administered to 195 participants.
Then, factor analysis of the GSQ was performed. Finally,
reliability analysis of the Polish version of the GSQ was
done. The adapted version of the survey was characte‐
rized by a four‐factor structure, i.e., anthropomorphism,
perceived intelligence, likeability, and perceived safety,
with good psychometric properties.
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1. Introduction
Over the last 20 years, one observe the evolu‑

tion in robotics development towards interactionwith
humans. A variety of robots perform their tasks by
sharing spacewith humans orworking for them, often
engaging themselves in interactions with humans to
accomplish their tasks. Assistive, medical, social, and
entertainment robots are the most prominent exam‑
ples of this technological trend, de�ined by the dom‑
ain of social robotics. This tendency can be obser‑
ved when analyzing the aims and scopes of several
recent EU funded projects, e.g., FELICE, RAMCIP, Re‑
MeDi, DREAM, and LIREC [28–32].

Human‑robot interaction (HRI) still is an open re‑
search problem in all fundamental robotic dimensi‑
ons, including perception, reasoning, or acting [26].
The current state of the art in science and technology
shows intensive development in building robots ca‑
pable of cooperation and social interactions with hu‑
mans at a satisfactory level in selected areas of life. It
also still exempli�ies the maturing stages of techno‑
logical advances of social robots. Each new robotic
design in the case of human‑robot interaction needs
evaluations based on uni�ied and standardized instru‑
ments so that it can be improved.

At the level of technical speci�ication and evalua‑
tion of HRI, psychological studies have begun to play
a fundamental role in understanding the impact of so‑
cial robots on humans. There have also been several
reports from the �ield of HRI published in Poland (for
instance, see JAMRIS articles, e.g.: [18], [21]). The psy‑

chology and engineering communities have realized
that HRI presents speci�ic challenges regarding mea‑
suring robots functioning as cooperating partners for
humans. Evaluations of industrial robots mainly deal
with their performance and effectiveness in human
environments [6, 7] and can be applied precisely gi‑
ven the technological constraints of robotic techno‑
logy. However, effective interactions between humans
and social robots also involve psychological variables,
including user satisfaction [7].

In the HRI �ield, the quality of a product is de�i‑
ned in ISO 9241 norms by two factors: usability and
user experience (UX). The former is de�ined as, �the
extent to which a product or service can be used by
speci�ied users to achieve speci�ied goals on effective‑
ness, ef�iciency, and satisfaction in a speci�ied context
of use�. The latter can be de�ined as users’ judgment
of a product arising from their experience of the inte‑
raction and the qualities of the product, in terms of the
effective use of the product and user’s pleasure [24].
In robotic systems, UX evaluation methods, especially
for those with shared attention capability, are not ap‑
parent. In the case of computer systems, to evaluate
UX, we can use a questionnaire [16], in which parti‑
cipants answer questions regarding their experience
and satisfaction from working with the system. The
most popular questionnaires in the area ofHCI are SUS
(System Usability Scale) and UMUX (Usability Metric
for User Experience) [17]. They enable subjective as‑
sessment of usability and user experience using items
ranked on the Likert scale.

The commercial potential for measuring user sa‑
tisfaction of a given product, such as the social ro‑
bot, should also not be overlooked. Many psycholo‑
gical and marketing studies aim at assessing the af‑
fective states that appear in the user’s manifested be‑
haviors oriented towards the product. Such affective
factors include attitudes toward the product [14] and
user satisfaction [15]. These variables largely deter‑
mine whether the user decides to buy the goods, so
they shape the commercial potential of a given pro‑
duct [14].

Steinfeld and colleagues [23] have proposed the
idea of introducing a standardized set of HRI measu‑
rements that consider user satisfaction. Psychological
measures of user satisfaction can be done in several
ways. For instance, one can observe a user’s behavior
for a longer time to see how the user engages in the
interactionwith the social robot. Behavior‑basedmea‑
surements based on long‑termobservation of the user
often use video recordings [8]. Long‑term observation
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of HRI may be problematic, as there may be mental
states underlying behaviors irrelevant to user satis‑
faction. For example, the user may be involved in the
interaction with the robot because of feelings of satis‑
faction due to other competing cognitive activities lin‑
ked to the interaction.

Other measures of user satisfaction are based on
psychophysiological signals linked with heart activity
or electrical skin conductivity. However, such mea‑
surements face interpretational issues when making
clear distinctions between internal states [20], e.g.,
euphoria and anger may result in the same signals
from the body. The third standard measure of user sa‑
tisfaction is a psychological questionnaire, which is a
series of questions asked to users to gain relevant in‑
formation about a given topic. This type of measure‑
ment has pros and cons. On one hand, the question‑
naire enables quick measurement, is relatively easy to
apply, and also is characterized by suf�icient precision
[10]. On the other hand, it may be inaccurate because
of the user’s tendency to give biased answers, i.e. ans‑
wers that they feel are socially acceptable.

A validated questionnaire measure of HRI is the
Godspeed Questionnaire (GSQ), which is available in a
variety of languages including English, German, Spa‑
nish, Chinese, Japanese, French, Greek, Arabic, and
Dutch [27]. The GQS has been effectively used for eva‑
luatingmany types of robots [7,27]. The GQS has been
used, for example, to assess a medical robot [3] that
autonomouslymoves through corridors typically used
by humans. The original GSQ version proposes me‑
asuring user satisfaction by evaluating user’ feelings
and perceptions towards distinct features of the ro‑
bot: anthropomorphism, animacy, likeability, percei‑
ved intelligence, and perceived safety [7]. In particu‑
lar, the factor of anthropomorphism describes the at‑
tributional processes of assigning human characteris‑
tics to nonhuman objects, e.g., robots, computers, or
animals. The subscale of animacy measures percep‑
tion of the degree to which moving objects that can
be distinguished as being alive. The gradient of “being
alive” distinguishes humans frommachines. The subs‑
cale of likeability describes positive feelings and emo‑
tions for others or producing positive evaluations of
the perceived object. The factor of intelligence refers
to the robots’ ability to express intelligent and human‑
like behavior. Finally perceived safety measures fee‑
lings of danger and comfort when interacting with the
social robot, indicating userwillingness to accept a so‑
cial robot as a partner. According to Bartneck et al. [7],
this �ive‑factor structure of GSQ has proven remarka‑
bly effective in HRI research. The original factor struc‑
ture of GQS may be subject to change when adapting
this psychological measure into other cultural and so‑
cial conditions. This study examine the factor struc‑
ture of the Polish version of the GQSquestionnaire and
its psychometric parameters.

The development of any robot intended to interact
with the environment not only mechanically but also
socially, requiresmeaningful and objective evaluation.
Evaluation results are crucial for improving and tu‑

ning the ultimate version of the robot. Here, we consi‑
der the GQS questionnaire as a tool used at a certain
stage of the intelligent robotic system development
process rather than a measurement tool for gaining a
piece of new knowledge in HRI. The meta‑analysis by
Weiss and Bartneck reported that The Godspeed Que‑
stionnaire Series are the most‑published HRI measu‑
rement in interdisciplinary or computer and robotic
science journals [27].

2. Materials and Methods
One hundred and ninety‑�ive persons (110woman

and 85men), aged between 18 and 58 (mean = 26.44,
SD = 8.19), participated in the study. The partici‑
pantswere undergraduate students from theWrocław
branch of University of Social Sciences and Humani‑
ties, Wroclaw University of Science and Technology
and University of Zielona Góra. All participants took
part in this study after �illing out the informed consent
forms. The study was conducted following the Decla‑
ration of Helsinki. The Ethics Committee at the Insti‑
tute of Psychology, SWPS University of Social Sciences
and Humanities approved the protocol.

Weused thePolish versionof theGodspeedQuesti‑
onnaire, which was adapted from �ive questionnaires
by Bartneck et al. [7] that measured human percep‑
tions of different robot features. The tool is made of
24 items forming �ive subscales of user satisfaction in
HRI: anthropomorphism, animacy, likeability, percei‑
ved intelligence, and perceived safety. Each item inclu‑
des statements that are assessed by participants on a
7‑point Likert‑type scale from 1 (totally disagree) to 7
(totally agree). The authors have made the Polish ver‑
sion of the Godspeed Questionnaire available for pu‑
blic use free of charge (see Appendix).

The study used a short video presenting a mo‑
ving, humanoid robot NAO. The video was the result
of collaboration between the Department of Cyber‑
netics and Robotics and the Department of Compu‑
ter Science at the Wrocław University of Science and
Technology. It presented the robot playing an inte‑
ractive game with an adult. After the video presen‑
tation, participants were asked to �ill out the Polish
version of the Godspeed Questionnaire to assess their
perceptions of anthropomorphism, animacy, likeabi‑
lity, perceived intelligence, and perceived safety of the
robot.

To identify speci�ic concepts of the Godspeed in‑
ventory, a Principal Component Analysis (PCA) was
conducted. According to the assumption that the fac‑
tors constitute differential scales, a Varimax rotation
method was performed, which is an orthogonal rota‑
tion method assuming that the factors in the analysis
are uncorrelated.

The analysis established four Godspeed scales
with eigenvalues > 1.0 (13.26, 2.16, 1.30, and 1.10,
respectively). Additionally, an inspection of the scree
plot indicated a four‑factor structure. In the next step,
we used PCA combined with a Varimax rotation met‑
hod alongwithKaiser normalization to identify a four‑
factor solution of the scale.
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3. Results
The factor loadings for the four‑factor solution are

presented in Table 1. This solution indicated that the
�irst scale included 10 items, the second and third sca‑
les were composed of 5 items, and the fourth scale had
only 3 items (one item is the reverse score statement).
We included statements with factorial loadings above
the value 0.4 [11]. Some of these itemsmet the criteria
for the inclusion of several factors at the same time. Fi‑
nally, these items were included in the scale with hig‑
her factorial loadings. All items met the criteria for in‑
clusion into one of the selected factors. The total vari‑
ance of the four‑factor solutionwas 74.24%, yielding a
value of 27.29% for the �irst factor, 19.88% for the se‑
cond factor, 18.91% for the third factor and 8.16% for
the fourth factor.

The scale labels were termed as follows: Scale 1 –
Anthropomorphism, 2 – Perceived Intelligence, 3 – Li‑
keability, and 4 – Perceived Safety. Scale 1 consisted
of eleven items concerning the attribution of a human
form, human characteristics, or human behavior (e.g.,
Conscious vs Unconscious). In this factor, all items
from the original version were included. However, the
statements in the original version of GSQ composing
the scale of animacy (e.g., dead vs. alive; stagnant vs.
lively) formed the �irst scale in the Polish version. Fac‑
tor 2 included �ive items regarding the perception of
the robot as intelligent, which depends on its compe‑
tence (e.g., incompetent vs. competent). The third dis‑
tinguished concept is labeled as likeability (e.g., un‑
pleasant vs. pleasant), and considers positive �irst im‑
pressions of the object, often leading to more positive
evaluations of that object. The last factor was formed
by the three items of the perceived safety scale, which
refers to the user’s perception of the level of danger
when interacting with a robot and the user’s level of
comfort during the interaction (e.g. agitated vs. calm).

In the next step, we assessed the reliability of the
Godspeed scale by calculating the Cronbach’s alpha re‑
liability coef�icients for each factor. We obtained the
following values of the Cronbach’s alphas:
1) Anthropomorphism α = 0.947;
2) Perceived Intelligence α = 0.932;
3) Likeability α = 0.927;
4) Perceived Safety α = 0.536.

The reliability of the �irst three scales was very
high, indicating the homogeneous structure of the par‑
ticular sub‑scales. The alpha value of perceived safety
is below 0.7, and hence we concluded that the likeabi‑
lity subscale had insuf�icient internal consistency re‑
liability. For that reason, we analyzed the reliability
after removing selected items. This procedure signi�i‑
cantly improved the perceived safety reliability after
deleting item 3: Quiescent vs. Surprised (Cronbach’s
α = 0.840). This item has been removed from the
scale.

4. Discussion and Conclusions
SeveralHRI studies [23] indicate the importance of

standardizing methods for measuring HRI. An inter‑

disciplinary approach to adequately measure HRI ta‑
kes into account user satisfaction and relevant psycho‑
logical aspects of interaction with the social robot [7].
Nowadays, standardized assessments of user’ psycho‑
logy inHRI uses surveying results froma standardized
GSQ [7].

This work examine the adaptation of the Polish
versionof theGSQ.Weadapted theGSQ toPolish cultu‑
ral settings by performing factor analysis. The analysis
revealed the four‑factor structure of user satisfaction
in handling HRI. The factors included anthropomor‑
phism, perceived intelligence, likeability, and percei‑
ved safety. The resulting discrepancies between the
original version and the Polish version are nothing
unusual since the concept of user satisfaction is a com‑
plex phenomenon andmay bemodi�ied [7]. Neverthe‑
less, one should bear in mind that adaptation of the
psychological questionnaire for a given culture may
substantially change its factor structure [10]. It turned
out that the animacy subscale vanished from the Po‑
lish version. This subscalemost likely confused the re‑
spondents regarding animacy andanthropomorphism
as previously indicated by Bartneck et al. [7], which
had suggested that anthropomorphic objects may be
also perceived as animated and vice versa. In the Po‑
lish version, most items pertaining to animacy were
moved to the anthropomorphism subscale.

Good psychometric properties of the subscales
characterized the Polish adaptation of the GSQ. The
Cronbach’s alpha reliability coef�icients were anthro‑
pomorphism α = 0.947; perceived intelligence α =
0.932; likeability α = 0.927; and perceived safety. Af‑
ter removing selected items, we ended up with the
value 0.840. Moreover, lower reliability of the safety
subscalewas detected before removing the items from
the full version. This effect is in line with previous stu‑
dies [27]which reported dif�icultieswith this subscale
because of the small number of safety items. Another
questionnaire measure of HRI proposed by Nomura
and colleagues [19] included safety with more items
and had better reliability.

As mentioned in the Introduction, current deve‑
lopment in social robotics strongly focuses on coope‑
ration and interaction with humans. This implies that
psychological research should be applied in designing
modern robotic projects, in particular, at the stage of
system evaluation. The following selected works can
serve as examples [1,2,4,5,9,12,13,25]. These works
are about social robotics, the exception being Arent et
al. [1]. The studypresents thedesignof themedical Re‑
MeDi robot thatwas evaluatedusing theGQS. Undoub‑
tedly, the present proposal of the Polish adaptation of
the GQS will contribute to advancing �ields of social
robotics and Human‑Robot Interactions in Poland and
will expand a battery of Polish questionnaires addres‑
sing HRI measurements, initiated by Pochwatko and
colleagues,who �irst hadmade availableHRImeasure‑
ment such as NARS‑PL (Polish Version of the Negative
Attitude TowardRobots Scale) for the JAMRIS commu‑
nity [22].
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Table 1. Principal Component Analysis and factor loading of the Godspeed items (N = 195) for four‐factor solution.
Note: The items included in the particular subscales are presented in bold. The values above 0.3 were established as
inclusion criteria.

Item FACTOR 1 FACTOR 2 FACTOR 3 FACTOR 4
Fake— Natural 0.796 0.248 0.130 0.183
Arti�icial — Lifelike 0.795 0.290 0.217 0.129
Mechanical — Organic 0.750 0.288 0.366 −0.066
Machinelike — Humanlike 0.737 0.242 0.094 0.110
Moving rigidly —Moving elegantly 0.725 0.209 0.291 0.103
Unconscious — Conscious 0.702 0.491 0.154 0.048
Dead— Alive 0.695 0.378 0.367 −0.070
Stagnant — Lively 0.598 0.315 0.451 −0.144
Apathetic — Responsive 0.582 0.426 0.349 −0.202
Inert — Interactive 0.564 0.348 0.502 −0.069
Ignorant — Knowledgeable 0.379 0.802 0.242 0.001
Irresponsible — Responsible 0.218 0.799 0.244 0.129
Unintelligent — Intelligent 0.369 0.794 0.205 0.031
Foolish— Sensible 0.387 0.765 0.191 0.023
Incompetent — Competent 0.428 0.681 0.364 −0.057
Unkind— Kind 0.235 0.203 0.872 0.179
Unpleasant — Pleasant 0.212 0.264 0.838 0.165
Unfriendly — Friendly 0.361 0.280 0.761 0.302
Dislike — Like 0.518 0.255 0.563 0.217
Awful — Nice 0.408 0.364 0.497 0.197
Agitated— Calm 0.081 0.066 0.229 0.839
Anxious— Relaxed 0.176 0.126 0.439 0.739
Still — Surprised 0.161 0.296 0.377 −0.466

Appendix
ThePolish versionof theGSQ,which is available for

public use free of charge, is included in Table 2.
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