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Abstract: 
Many practical tasks of data multivariate statistical 
analysis from the standpoint of a risk-oriented process 
approach (in accordance with ISO 9001: 2015, 31000: 
2018) requires the definition of the risk values for the 
dependent exogenous variables of some processes. This 
paper proposes the method, which consist of original 
stages sequence for calculating value-at-risk (VaR) or 
conditional-value-at-risk (CVaR) of dependent exogenous 
variables, presented of the extreme data frame of critical 
manufacture process parameters or other parameters, 
for example, extreme data of environmental monitoring 
and etc. Risk analysis method by the extreme data of 
dependent exogenous variables, presented of the data 
matrix, uses the result of solving the formalized problem 
of defines the tails parameters of the joint distributions 
of exogenous variables as components of a bivariate 
random variable. It can be argued that the tails param-
eters of the joint distributions of dependent exogenous 
variables make the validated corrections of the VaR and 
CVaR estimates for such variables. This method expands 
the practical application of extreme value theory for the 
value at risk analysis of any dependent variables as pro-
cess parameters.

Keywords: exogenous variables; risk-oriented process 
approach; extreme value theory; tailed distribution

Abbreviations:
VaR: Value at Risk
CVaR: Conditional Value at Risk
GPD: Generalized Pareto Distribution
GEVD: Generalized Extreme Value Distribution
POT: Peaks-Over-Threshold
EVS: Extreme Value Statistics
ES: Expected Shortfall
EVT: Extreme Value Theory
QMS: Quality Management System
EI: Extremal Index
EVI: Extremal Value Index
Q-Q: Quantile-Quantile
CI: Confidence Interval

Nomenclature:

{ } 1i iX
≥ : The sequence of independent and 

identically distributed (i.i.d.) vector of 
random exogenous variables

( )1,...,i iDiX x x= : Vector of random exogenous vari-
ables

1,...,i n= : The sequence time numbers of mul-
tivariate elements (exogenous vari-
ables)

(1    )D d D≤ ≤ : Dimension the vector of random ex-
ogenous variables 

F():

idx :

The marginal distribution function 
of exogenous variable

The exogenous variable values

( )1,...,n nDn
M M M= : The data-frame of componentwise 

(exogenous variables) maximums

{ },...,1max i iDndM x x= Vector of exogenous variables maxi-
mums

{ }ndM M= : The n D× -dimensional array of 
maximums (extremes) of n statisti-
cal D-dimensional 
exogenous variable observations

,n na b : The constants for a non-degenerate 
distribution function G

G( ): The generalised extreme value dis-
tribution function

, ,d d dξ µ σ : Extremal index, location param-
eter, scale parameter of marginal 
exogenous variables distributions 
respectively

χ : The probability of one variable 
being extreme given that the other 
is extreme 

u: Threshold
Z: The standardized residuals from the 

fitted model of Heffernan & Tawn

Introduction
By variables further mean exogenous variables whose 
cause is external to the model and whose role is to 
explain other variables or outcomes in the model [1].
The extreme values of process’s variables are the values 
which equal to, close to or exceed the limit values 
acceptable to certain requirements (for example, the 
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requirements of branch standards for product’s quality, 
environmental standards, etc.). Therefore mentally and 
functionally investigations are based on the general 
concept of risk-oriented management by ISO 9001: 
2015/ISO 31000: 2018 and the methodology of the 
process approach [2-4].

A software solution reviews for the extreme value 
statistics [5-7] and related risk analysis [8-11] indi-
cates to a positive trend of the researchers’ interest to 
these areas of statistics for the information technolo-
gies and a high relevance level of such investigations.

The evolution of the risk assessment methodolo-
gy and the market success of the RiskMetrics Group 
[12, 13] can serve as a good example of the dynamic 
growth of progress and the usefulness of applied risk 
analysis. 

Dynamic trading strategies can be considered as 
branch trends of risk analysis with a good analogy of 
application [14]. These strategies targets on a prede-
fined level of risk as measured by volatility, Value at 
Risk (VaR) or Conditional Value at Risk (CVaR). In-
vestigations have shown that targeting increases the 
risk-adjusted performance and heightens utility gains 
for mean-variance investors. As such, the target facto-
rial direction of researches is accented.

Many solutions useful for practical application in 
this area of statistics are concentrated in modern soft-
ware products of the R programming language.

So, it is necessary to note the “fExtremes” software 
package [15]. This software package contains some 
functions were implemented from Alec Stephenson’s 
R-package “evir” [16] imported from Alexander Mc-
Neil’s S library “EVIS” [17], extreme values in S pro-
gramming language, some are from Alec Stephenson’s 
R-package “ismev” [18] based on Stuart Coles code 
from his book “Introduction to Statistical Modeling of 
Extreme Values” [19] and some were written by Di-
ethelm Wuertz. The topics of “fExtremes” package in-
cludes: data preprocessing, explorative data analysis, 
peak over threshold modeling, block maxima mode-
ling, estimation of VaR/CVaR and the computation of 
the extreme index. 

It is necessary to note the content of the R-package 
“ReIns” (February 10, 2020) [20, 21] for risk analysis. 
The important position of the book [20] is that in the 
risk analysis, a global fit that appropriately captures 
the body and the tail of the variables distributions is 
essential. The whole range modeling of the variables 
using a standard distribution is usually very hard and 
often impossible due to the specific characteristics of 
the body and the tail of the distributions of variables. 
A possible solution is to combines two distributions 
in a splicing model [21]: a light-tailed distribution for 
the body which covers light and moderate variables, 
and a heavy-tailed distribution for the tail to capture 
large variables. 

Note, that the proposed solution is an adequate 
alternative to the approximation of tail values by the 
Pareto distribution.

The R-package “texmex” [22] also has the actual 
content of the approaches that have been implement-
ed. This software package for the statistical extreme 
value modeling of threshold excesses, maxima and 

multivariate extremes uses univariate models for 
threshold excesses and maxima are the Generalized 
Pareto Distribution (GPD) and Generalized Extreme 
Value Distribution (GEVD). Also, for serially depend-
ent sequences, the intervals declustering algorithm of 
Ferro & Segers [23, 24] is provided, with diagnostic 
support to aid selection of threshold, declustering ho-
rizon and the computation of the Extremal Index (EI). 
Multivariate modeling is performed via the condition-
al approach of Heffernan & Tawn [25, 26], with graph-
ical tools for threshold selection and to diagnose esti-
mation convergence. 

The R-package “tsxtreme” also allows characteriz-
ing the extremes values dependence structure of time 
series via the Peaks-Over-Threshold (POT) methods 
[27]. It uses the Heffernan & Tawn conditional ap-
proach [26] which is flexible in terms of extremal 
and asymptotic dependence structures, and Bayesian 
methods improves efficiency and allow for deriving 
measures of uncertainty. For example, the EI, related 
to the size of clusters in time, can be estimated and 
samples from its posterior distribution obtained. 

Thus, the use of the conditional Heffernan & Tawn’s 
approach is justified for solving the relevant problem 
of the risk analysis by the extreme data of dependent 
exogenous variables as the main goal of this article.

It is important that the Heffernan & Tawn’s meth-
od, evaluated and extrapolated the distribution of 
a two-dimensional random variable is developed 
a semi-parametric approach that overcomes the limi-
tations to arguments when components of the two-di-
mensional variable become large at the same rate. 

For the software packages that are considered 
it is important to note, that the POT methodology 
for Extreme Value Statistics (EVS) is applied, which 
uses more data and allows evaluating the behavior 
of extreme values above some high threshold [28, 
29]. POT has an advantage because it allows to in-
ference directly on the distribution of variables ex-
tremes [28].

So, at statistical estimates the extremes of the mul-
tivariate data the problem of the dependence (in par-
ticular, correlation) of the components (covariates of 
variables) of multivariate observations are inevitably 
arises. For this currently relevant problem, the re-
view [30] considers the most interesting examples of 
strongly correlated variables for which there are very 
few exact of the EVS. 

In the paper [31] a test for detecting sequential 
correlations in multivariate time series was proposed. 
This test uses Spearman’s rank correlation properties 
and the theory of extreme values. 

Risk assessment can be performed using the mod-
el for maxima that can be obtained by combining the 
GEVD for the univariate marginal distributions with 
extreme-value copulas to describe their dependence 
structure, as justified by the theory of multivariate ex-
treme values [32]. Here it is advisable to note the use 
of the copula mathematical tool [33–36] for analysis 
and assessments of nonlinear dependencies of vari-
ables. At present, paired copula models are mainly 
used, for which a mathematical tools and software 
methods have been developed. 
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The paper [37] describes a multivariate statisti-
cal dependency model for hydrological observations, 
which used to estimate flood losses (i.e. risks) in 
a large and heterogeneous region.

So, the methodology of the extreme values theory 
and the subject of risk analysis are currently relevant 
and are considered in the overwhelming majority 
of cases for the financial, in particular the exchange, 
branches [7, 11]. Therefore, one of the article goals 
is to expand the application of the extreme values 
methodology and risk analysis to data monitoring of 
dependent variables for the industrial, ecological and 
other branches.

Note that the closest to the topic of our article are 
the sources [30–37], in which the relationship be-
tween the observed extreme values and the influence 
of exogenous factors, including on risk values, is in-
vestigated. Review of the literature allows to conclu-
sions: 

– The relevance of risk analysis and the need to 
expand it for monitoring dependent process param-
eters/exogenous variables not only in the financial 
branches.

– The POT advantage for risk methods analyses 
because it uses more data, allows evaluating the be-
havior of extreme values above some high threshold 
and inferences to be made directly on the distribu-
tion of exogenous extremes as a risk values. Another 
advantage of the POT approach is that common risk 
measures like VaR and Expected Shortfall (ES/CVaR) 
may be computed [28].

– The copula mathematical tools provides conven-
ient instruments for analyzing pairwise dependences 
of exogenous variables and calculating the parame-
ters of asymptotic dependence.

– The conditional approach of Heffernan & Tawn is 
flexible in terms of extremal and asymptotic depend-
ence structures together with Ferro & Seeger’s algo-
rithm which helps to choose the threshold and the EI 
of variables extremes distribution.

It is also important that the statement of the prob-
lem and the method for solving it are performed from 
the perspective of an object-oriented analysis, which 
accords to modern tendencies of the process ap-
proach to support the product Quality Management 
System (QMS).

Risk Analysis Problem Statement
So, will be used the interpretation for multivari-
ate sequences proposed in thesis [38]. Let { } 1i iX

≥  be 
the sequence of independent and identically distrib-
uted (i.i.d.) vector of random exogenous variables 

( )1,...,i iDiX x x=  with dimension (1    )D d D≤ ≤ and 
marginal distribution function F, where 1,...,i n=  is 
the sequence time numbers of multivariate elements 
(exogenous variables). Many definitions are possible 
for the maximum of n consecutive elements of a mul-
tivariate sequence.

For estimating the dependence of the exogenous 
variables values idx , will use the conditional approach 
proposed by Heffernan & Tawn [25, 26], when maxi-
mum/extreme of n consecutive elements is defined as 

the data-frame of componentwise (i.e. for each exoge-
nous variables) maximums:

( )1,...,n nDn
M M M=

,

where { }1max ,...,i iDndM x x=  for each 1    d D≤ ≤ . 
Thus, will form { }ndM M=  as an n D× -dimen-

sional array of maximums (extremes) of n statistical 
D-dimensional observations are known for process’s 
variables. Such data-set covers the examples of situa-
tions in which dependence at extreme levels is a con-
sequence of proximity in space, time or dependence 
on a common covariate/variable [25].

Non-degenerate limits are obtained for the distri-
bution function 

( )nn n
n n

n

M bP x F a b
a

 −
≤ = + 

 
, (1)

where ( )1,..., Dx x x= , ( )1,..., 0n n nDa a a >=  and 

( )1,...,n n nDb b b= . 

All operations are performed componentwise, so 
0na >  is translated as 1 0,..., 0n nDa a> > . The Haan and 

Resnick theorem [39] characterizes all of the possible 
limit distributions. If there exist sequences of con-
stants 0na >  and nb  such that 

( )
w

n n

n

M bP x G x as n
a

 −
≤ → →∞ 

 
, (2)

for a non-degenerate distribution function G, then 
each of the D one-dimensional component distribu-
tions of G is a GEVD function 

( )
1

exp 1

1

dd d
d dd

d

xG x

for d D

ξµξ
σ

 
          

−
− = − +  

 

≤ ≤

, (3)

with standard Frechet components, where dξ  is 
a EI/EVI or shape parameter (shape), dµ  is a loca-
tion parameter (location) and dσ  is a scale parameter 
(scale) of marginal exogenous variables distributions.

Note, that for high threshold values that are given 
by high quantiles (0.95 and higher), the distribution 
of probabilities for random maximums of exogenous 
variables values is close to the generalized Gaussian 
or Pareto distributions [28, 40]. 

The problem statement as follows: for an array of 
observed maximum values of variables – M, taking 
into account their pairwise dependence, develop and 
investigation the method for calculating VaR/CVaR as 
high quantiles of the respectively joint distribution 
functions of maximum values of variables.

Assuming, for the moment [25, 26], that the mar-
ginal distributions of variables are identical and one 
natural measure of their pairwise dependence is a pa-
rameters of paired conditional distributions of de-
pendent variables. 

Proposed  Method 
The method proposes the sequence of statistical com-
putational procedures of processing the observations 
of multivariate exogenous variables extreme values. 
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Consider the content of the implementation stages for 
proposed method. 

Stage 1: definition the dependent variables of 
the M extreme data array using the copula mathemat-
ical tools. 

Generalized univariate limiting distribution of ex-
treme values for describe the dependence structure 
of the variables can be combined with copulas of this 
extreme values [35]. 

In this case, copula (C) is the joint distribution 
function of variables random vectors X and Y after 
transformation to variables U and V, with uniform 
[0, 1] margins, via ( ) { }, ( ), ( )X YU V F x F y=  [25]. 

Here X and Y are ndM  for different components d. 
Then the pairs ( ), , 1,...,i iu v i n=  are independent reali-
zations with approximate distribution C.

Copula C is used to compute function values that 
give an empirical measure of the type and strength of 
the tail dependence exhibited by the data.

In particular, was calculated the values of the func-
tions ChiBar ( ( )uχ ) and Chi ( ( )uχ ) [22] described by 
Coles, Heffernan & Tawn [25]: χ  is the probability of 
one variable being extreme given that the other is ex-
treme 

1
lim Pr( | )
u

V u U uχ
→

= > > , (4)

1

2 log Pr( )lim 1
log Pr( , )u

U u
U u V u

χ
→

 >
= − > >  , (5)

where 1 ( ) 1uχ− ≤ ≤  fo all 0 1u≤ ≤ . 

The both measures ChiBar and Chi are needed in 
order to obtain a summary that is informative for var-
iables which may be either asymptotically independ-
ent or asymptotically dependent.

Stage 2: fitting of the conditional distributions 
functions of the most dependent variables extreme 
values to the observed data via the Heffernan & Tawn’s 
method in accordance with results of the stage 1.

Note that the simulated Heffernan & Town’s model 
data above the prediction threshold can be obtained 
for both point and bootstrap estimates of the depend-
ency model parameters. Q-Q diagnostics allows com-
paring the simulated distributions and estimating 
their compliance with the Pareto distribution.

Thus the simulated values of the dependent varia-
bles are created, given that the conditioning variable 
is above its high quantile. This collection of values is 
interpreted as a tail distribution.

Stage 3: definition the parameters of the condi-
tional distributions functions of the dependent varia-
bles extreme values: the scale parameter is sigma (σ) 
and the shape parameter is xi (ξ) (EVI/EI).

At this stage, the parameters are determined for the 
conditional distribution functions of pairwise depend-
ent variables. The probability that one variable will be 
extreme (exceeds a certain threshold) is determined 
given that the other variable is also extreme or exceeds 
a certain threshold. Thus, a complete description of the 
dependent variables, the values of which exceed the es-
tablished thresholds, is available for analysis.

Note that for further risk analysis the EI estimating 
is a great importance. In paper, EI values were esti-

mated using the Ferro & Seeger’s method for depend-
ent extremes [23, 26]. According to these methods, EI 
value defines for variable, above which EI is stable for 
higher values of this variable [40]. It is recommended 
to choose such values of variables as a “high enough 
threshold” u [41].

Stage 4: the VaR and CVaR calculations as quan-
tile-dependent values using the parameters of the 
conditional distributions functions of the depend-
ent variables extreme values based on Heffernan & 
Town’s model. 

Thus, the VaR and CVaR were determined based 
on the parameters of the conditional Pareto distribu-
tion that is the shape parameter ξ and the scale pa-
rameter σ, for some high enough threshold u [28]. For 
the simulated tail Pareto distribution of the depend-
ent variables values the VaR and CVaR are calculated 
by the formulas [28]:

(( (1 )) 1)nVaR u qr
ξσ

ξ
−= + ⋅ − −  (6)

( )
1
VaR uCVaR σ ξ
ξ

+ −
=

−
, (7)

where r is a quantity of exceedances over the 
threshold u, q is a quantile probability. 

At this stage, note the advantage of POT analysis, 
which is the ability to draw conclusions directly about 
the all distribution of variables extreme values over 
a given threshold [28].

Stage 5: the VaR/CVaR analyzes for the dependent 
and independent exogenous variables. 

Comment: the VaR/CVaR without taking into ac-
count the dependence of exogenous variables are cal-
culated using the parameters of the marginal distri-
butions of extreme variables values. 

Thus, the above sequence of the method’s stages 
allows solving the problem posed in section 2. An im-
portant goal is also to test the operation of the meth-
od created for proprietary data on well-known data.

Experimental Results 
The paper uses five-dimensional air quality moni-
toring data comprising the measurements series of 
ground level ozone (O3), nitrogen dioxide (NO2), ni-
trogen oxide (NO), sulphur dioxide (SO2) and particu-
late matter (PM10) in Leeds (UK) city center, during 
the years 1994–1998 inclusively [22, 26].

In particular, was used the daily maxima for de-
pendent NO and NO2 variables during winter periods 
1994–1998 inclusively. Note, the gases are recorded 
in parts per billion and the particulate matter in mi-
crograms per cubic meter. 

Researches represent a synergy of parametric and 
nonparametric statistical procedures as well as uses 
descriptive and inferential statistic tools for  data.

At the first stage, for M array an estimate of the 
variables dependence was obtained by combining 
the generalized extreme value distribution for the 
univariate marginal distributions with extreme value 
copulas to describe their dependence structure, as 
justified by the theory of multivariate extreme values 
[35]. So, Fig. 1 visualizes the character of dependence 
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of five exogenous variables. For example, variables NO 
and NO2 (NO/NO2) demonstrate a clear dependence. 

Fig. 1. Exploratory copula-diagram for proposed data

Next, the graphs of the ChiBar ( ) and Chi ( ) func-
tions are plotted, which give an empirical measure of 
the type and strength of the tail dependence demon-
strated by the data NO/NO2, as shown in Fig. 2.

Parameter u is the upper limit of the general mar-
ginal distribution support and is the probability of 
one variable being extreme given that the other is ex-
treme. In the case 0χ =  the variables are said to be 
asymptotically independent [25]. 

Fig. 2. Graphs the ChiBar and Chi values dependencies 
on 100 quantiles of the random value u distribution at 
the confidence interval (brown background) background

The significance level for the confidence interval 
is 0.05. A limiting value of ChiBar equal to 1 indicates 
asymptotic dependence of NO/NO2, in which case the 
limiting value of Chi gives a measure of the strength 
of dependence in this class, as shown in Fig. 2. In the 
case that a limiting value of ChiBar of less than 1 is 
it indicates asymptotic independence in which case 
Chi is irrelevant and the limiting value of ChiBar gives 
a measure of the strength of dependence [25]. In the 
case of the confidence interval for ChiBar excluding 
the value 1 for all of the largest quantiles, the plot of 
the Chi function is shown in grey on Fig.2.

It is important that the ChiBar and Chi values are 
integral estimates of the relationship of two exoge-
nous variables that are permutation invariant to the 
choice of the conditioning variable (i.e. the estimates 

for NO/NO2 are equivalent to those for NO2/NO) 
[22, 26].

At the second stage the fitting of the conditional 
distributions functions of the most dependent varia-
bles extreme values to the observed data via the Hef-
fernan & Tawn’s method [26] in accordance with the 
results of stage 1 is produced. 

Three diagnostic plots are produced for depend-
ent variables NO/NO2, as shown in Fig. 3 [22].

 Fig. 3a shows scatterplots of the residuals Z 
from the fitted model of Heffernan & Tawn are plot-
ted against the quantile of the conditioning variable 
(NO2), with a lowess curve showing the local mean of 
these points. 

Fig. 3b shows the absolute value of ( )–  Z mean Z  
is also plotted again with the lowess curve showing 
the local mean of these points. Any trend in the loca-
tion or scatter of these variables with the condition-
ing variable indicates a violation of the model as-
sumption that the residuals Z are independent of the 
conditioning variable [28]. This can be indicative of 
the dependence threshold used being too low.

          a)                                 b)                                c)

 
    
Fig. 3. Diagnostic plots for dependent variables NO/NO2

Fig. 3c shows the original data (on the original 
scale) and the fitted quantiles (specified by quantiles) 
of the conditional distribution of dependent variable 
given the conditioning variable. A model that fits well 
will have 

good agreement between the distribution of the 
raw data (shown by the scatter plot) and the fitted 
quantiles. Simulated data for a collection of 5 gen-
eralized Pareto models (dashed lines) is generated 
above the conditioning variable threshold (vertical 
line). 

Note that the simulated data above the prediction 
threshold can be obtained for both point and boot-
strap estimates the parameters of the dependent var-
iables conditional distribution model by Heffernan 
& Town. Despite of the Fig. 3 informativeness, this 
visualization is not convincing enough to assess the 
accordance of the simulated data to the Pareto distri-
bution. Therefore, Q-Q diagnosis is used for simulated 
values are based on the point and bootstrap estimates 
of the dependence model parameters. Q-Q diagnostics 
allows you to compare the simulated distributions 
and assess their accordance with the Pareto distribu-
tion, as shown in Fig. 4.
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a)

b)

Fig. 4. Graphical Q-Q-verification the accordance of the 
reference distribution to the simulated distributions 
by Heffernan & Tawn’s dependence model for point (a) 
and bootstrap (b) estimates of the dependence model 
parameters

The Q-Q-plot using the Pareto distribution as 
a reference distribution is graphical technique to in-
fer the tail behavior of observed variables [28]. If the 
excesses over thresholds are from a thin-tailed distri-
bution, then the GPD is exponential with ξ= 0 and the 
Q-Q-plot should be linear. Departures from linearity 
in the Q-Q-plot then indicate either fat-tailed behav-
ior (ξ>0) or bounded tails (ξ<0). The simulated data 
show nearly linear convergence to the reference val-
ues for excesses over thresholds with bounded-tailed 
(ξ= –0.12). 

Note that the simulated values of variables for 
the procedure of fitting the generalized Pareto mod-
els to the original data according to the Heffernan 
& Towne’s method based on the point estimation of 
the dependency model parameters demonstrate close 
identity with the simulated values, which additionally 
contain simulated repeating datasets in accordance to 
bootstrap-estimation of dependency model parame-
ters.

At the third stage estimates the EI of a dependent 
series of observations above a given threshold. An 
appropriate choice of threshold is one above which 

the estimated EI is stable over further higher thresh-
olds. This can be analyzed using Fig. 5, where the EI is 
shown for each threshold.

Graphs were plotted for the Heffernan & Tawn’s 
model for point and bootstrap estimates of the Pa-
reto conditional distribution parameters, as shown 
in Fig.5 a and b respectively. The values are equal to 
ξ= –0.142 for point model and ξ= –0.164 for bootstrap 
model. Uncertainty in the estimation of the EI and 
GPD parameters where assessed by using a bootstrap 
scheme which accounts for uncertainty in the EI es-
timation, and the appropriate uncertainty in the de-
clustering of the series [22]. 

At the fourth stage VaR/CVaR are calculated for 
point and bootstrap estimates of the Heffernan & 
Tawn’s dependence model parameters. VaR/CVaR 
were also  calculated for independent exogenous 
variables. The VaR/CVaR values are given in Table 1, 
where prob. – the probabilities (quantiles levels) of 
the conditional and marginal distributions quantiles 
for the VaR/CVaR calculation.

a)

b)

Fig. 5. The EI dependence graphs on the threshold 
exogenous variables values of the Heffernan & Tawn’s 
model for the point (a) and bootstrap (b) estimates of 
the Pareto conditional distribution parameters
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Tab. 1. VaR/CVaR for point and bootstrap estimates of the Heffernan & Tawn dependence model parameters and for 
independent exogenous variable

№ prob. point model bootstrap model independent exogene NO

VaR CVaR VaR CVaR VaR CVaR

1 0.9900 691.63 768.06 677.94 750.37 494.17 531.11

2 0.9950 746.83 819.84 730.07 799.55 526.04 553.13

3 0.9990 865.67 931.32 843.06 906.13 571.03 584.22

4 0.9995 913.09 975.80 888.45 948.94 582.41 592.08

5 0.9999 1015.16 1071.55 986.83 1041.74 598.47 603.18

Tab. 2. Values for 99%-th quantile level of VaR/CVaR estimates and 95% CIs
VAR CVaR

Lower CI Estimate Upper CI Lower CI Estimate Upper CI

647.49 677.94 725.12 703.36 750.37 842.59

From Table 1 it can be seen that calculated VaR/
CVaR based on the point estimate of the Heffernan 
& Tawn’s dependence model parameters are fairly 
close to the calculated values based on the bootstrap 
estimate of the Heffernan & Tawn’s dependence 
model parameters. The calculated VaR/CVaR for in-
dependent variable distribution is smaller than the 
risks values based on the estimates of the Heffer-
nan & Tawn’s dependence model parameters for all 
quantiles levels.

At the fifth stage makes the analysis of VaR/CVaR 
values for dependent and independent exogenous 
variables. This stage uses the advantage of POT analy-
sis which is the ability to draw conclusions about the 
entire available distribution of extreme variables val-
ues over a given threshold. Estimated VaR/CVaR val-
ues and confidence intervals (CIs) are shown in Fig. 6.

Fig. 6. Tail plot for exogenous variables conditional 
distribution over the threshold for the bootstrap 
estimate of the Heffernan & Tawn’s dependence model 
parameters and CIs (red dotted line) with the estimates 
of VaR/CVaR high quantiles (vertical dotted line)

For further analysis a graphical representation 
for exogenous variables conditional distribution over 
the threshold (solid black curve) on Fig. 6 is added by 
the CIs for estimates of VaR/CVaR high quantiles for 
the variant of bootstrap estimate of the Heffernan & 
Tawn’s dependence model parameters. The CIs values 

and estimates for VaR/CVaR in this case are charac-
terized by the data in Table 2.

The sensitivity of the VaR estimates to changes in 
the threshold u to be investigated using the functions 
of R package “fExtremes” is shown in Fig. 7.

Fig. 7. Estimate plot for the varies of a high quantile in 
the tail of the simulated dataset of variables based on 
the Heffernan & Tawn’s conditional model in depend 
on threshold or number of extremes  (95%-th CI shows 
with dashed lines)

So, for analysis together with Fig. 6 is conven-
ient to use Fig. 7 showing how the estimate of a high 
quantile for the tail of a conditional data based on the 
Heffernan & Tawn’s dependence model varies with 
threshold or number of extremes. The VaR estimates 
for 99%-th quantile level are stable for thresholds 
more than 410. 

It can be argued that EVT is a useful supplementa-
ry risk measure because it provides more appropriate 
distributions to fit extreme events [40]. This makes 
it possible to reduce the uncertainty of VaR/CVaR 
estimates, which can be seen in Fig. 7 when the VaR 
estimates for 99% quantile level remains stable over 
a wide range of thresholds.

5. Conclusion
In risk analysis, a global fit that appropriately captures 
the body and the tail of the distribution of exogenous 
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variables is essential. At statistical estimates the ex-
tremes data of the exogenous variables the problem 
of the dependence of these variables as the monitor-
ing result is inevitably arises.

The accounting of the joint exogenous variables 
distribution is a relevant clarification of the risk value 
as it provides more adequate estimates of the varia-
bles distribution fitted to the extreme events. There-
fore the problem of risk-analysis by the extreme data 
of dependent exogenous variables as the main goal of 
the article is solved using the conditional Heffernan & 
Tawn’s approach. 

The result of this solution is the sequence and con-
tent of the actions (stages) that make up the proposed 
method. Studies have shown that the main trends in 
VaR/CVaR change for proprietary data of dependent 
exogenous variables are generally confirmed for well-
known data.

When solving the problem, the following were 
used: the POT approach for analysis of extreme val-
ues, the flexibility of the Heffernan & Tawn’s method 
to the structure of asymptotic dependencies, the ad-
vantages of the Ferro & Segers’s algorithm for choos-
ing a threshold and an EI for the conditional exoge-
nous variables distribution.

Thus, the method expands the application of the 
risk-analysis methodology for monitoring data of de-
pendent exogenous variables not only for the finan-
cial area, but also for industrial, environmental and 
other areas. 

It is also important that the proposed method 
opens up the prospect of research on the influence of 
VaR/CVaR estimates on the accuracy of interval esti-
mates of observation parameters.

Risk-adjusted dependent extreme value variables 
research targeting is optimizes the branches perfor-
mance in terms of functional load on process ele-
ments and benefits stakeholders.
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